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Abstract

This paper presents an inverse procedure for the determination of external loads, given the dynamic responses of the loaded structure and its corresponding finite element model. The influence of the stress-stiffening effect on the dynamic characteristics of structural systems is used to establish a relation between the dynamic responses and the applied external loading. An optimization problem is formulated in which the objective function represents the difference between the measured modal characteristics of the loaded structure and their finite element counterparts. The loading parameters (magnitude, position and direction) assumed as being unknown, are considered as design variables. The identification procedure is illustrated by means of numerical simulations, in which the identification problem is solved by using heuristic techniques coupled with classical optimization methods. Two heuristic techniques are considered, namely the LifeCycle Model and Particle Swarm Optimization. The classical optimization strategy is the Lagrange-Newton SQP (Sequential Quadratic Programming) method.
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1 Introduction

In the realm of Structural Engineering, it is very important to determine the external loading under real service conditions, aiming at evaluating the level of security of the structure, to verify the design configurations that were adopted at the design stage, or for redesigning structural elements for new operating conditions. However, the determination of external loading is not simple from the experimental point of view because, in general, transducers cannot be easily introduced in the structure during its construction and/or assembling. Consequently, in most real-life structures, experimental determination of external loading is not feasible.

By taking into account the influence exerted by the external loading on the dynamical response of the system through the so-called stress-stiffening effect, it is possible to obtain
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information about the loading distribution, given the dynamic responses, through an inverse problem approach. Depending on the size of the structure, such a procedure presents a number of practical advantages:

- requires simple measurement and processing of dynamical responses by using a limited amount of sensors and signal conditioners;
- possibility of performing the measurement in various points along the structure, since the dynamic responses represent the global characteristics of the structure;
- availability of experimental techniques for excitation and data acquisition, as currently used in classical experimental modal analysis.

On the other hand, some difficulties that are intrinsic to inverse problems may arise, such as:

- it is required an accurate mathematical model of the structure, since the results of the identification procedure rely upon the mathematical model used;
- in general, identification problems are ill conditioned from the mathematical point of view. This means that the procedure is sensitive to noise that can contaminate experimental data;
- the experimental data are incomplete either in the spatial sense (responses are available only in a limited number of positions along the structure), as in the spectral sense (responses are obtained in a given frequency band). Consequently, the uniqueness of the solution cannot be assured.

In structural systems for which operation, integrity and security rely on the dynamic characteristics, the effect of external loading on the dynamic behavior of the system is to be carefully analyzed. The study of the dynamic behavior of mechanical systems can be done through numerical modeling techniques or by means of experimental modal analysis. Each technique exhibits its own hypotheses, limitations, advantages and disadvantages as shown in [18]. In this sense, parameter identification by model updating involves various steps and the main objective is to improve the model, in such a way that numerical results mimic those obtained from experimental testing.

Many modeling techniques are available, however the Finite Element Method - FEM is recognized as being the most flexible tool for structural analysis and for that reason has become very popular in the engineering community, as described in [38]. It is worth mentioning that, in parallel with the development of the finite element method, modal analysis techniques have been improved significantly in the past twenty years and are considered as being fairly reliable in determining the dynamic characteristics of mechanical systems. Parameter identification
methods and model updating techniques result from the necessity of constructing more reliable mathematical models, considering that finite element models and experimental models are only approximations of real structure behavior, as illustrated in [7].

It is well known the fact that external loads can influence the static and dynamic behavior of structural systems, through the so-called stress-stiffening effect [9,17].

Reference [22] was the first one to put in evidence the effect of axial loads on the natural frequencies of structural components. In [28] it was recognized a common theoretical foundation underlying free vibration and stability analyses. In [35] the authors investigated the dynamic behavior of a clamped plate subjected to uniform membrane tension. In [4] it was demonstrated the existence of a linear relation between the axial load and the natural frequencies corresponding to the lateral motion of a simply supported column.

The changing of natural frequencies as related to stability problems was also discussed in the works reported in [36] and [3]. More recently other authors investigated analytically and experimentally the influence of axial loads on the vibration of beams under various boundary condition configurations [8,34].

In [1] the authors demonstrated the possibility of introducing residual stresses as a mean to improve the mechanical behavior of thin plates. Further, Reference [12] showed that such stresses can be generated by piezoelectric actuators bonded to the plates. In [6] it was investigated the efficiency of piezoelectric actuators in controlling the natural frequencies of laminate plates through the introduction of membrane stresses.

In the context of inverse problems, Reference [16] used modal parameters combined with Least Squares to estimate the axial loads of Euler-Bernoulli beams having elastic supports. In [10] it was studied the effect of the application of an axial load to one of the bars in a truss structure by using experimental dynamic responses in a model fitting approach, in which the axial loads were considered as parameters to be adjusted. The results were then compared to the static loads as calculated from experimental measurements by using strain gages. The sensitivity analysis of the parameters to be adjusted has also been carried out. Besides, through experimental tests in a similar structure, Reference [15] analyzed the effect of residual stresses due to the construction process on the modal characteristics of the structure.

It is also important to mention the contribution from the work done by [19] in which it was investigated the influence of non-uniform temperature distribution on buckling and dynamic behavior of thin plates by using Rayleigh-Ritz approach.

More recently, [32] and [33] proposed a methodology for the identification of membrane stresses in rectangular thin plates from the transverse vibration responses, validating the procedure by numerical simulations and experiments. A particular application in this case was the determination of welding induced residual stresses.

There exist various techniques to solve inverse problems by using optimization methods, involving either classical as well as heuristic approaches. Once the parameters are identified, the mathematical model becomes an effective tool to analyze and predict the dynamics of the structure under different operating conditions.
It is well known that the solution of inverse problems by using classical gradient-based optimization methods is a difficult task due to the existence of local minima in the design space. Moreover, such methods require an initial guess to the solution and it is not possible to assure global convergence. These aspects have motivated the authors of this paper to explore a hybrid approach for the determination of external loading in structures, based on two heuristic methods, namely the LifeCycle model and the Particle Swarm Optimization (PSO) that were introduced in References [14] and [13] respectively, coupled with a classical approach to refine the local search in the optimum neighborhood. The Lagrange-Newton sequential quadratic programming (SQP) technique is used [29].

In this paper the optimization procedure uses modal parameters obtained through numerical simulation as ”experimental values” in the objective function. Since this methodology is devoted to further experimental developments, it is important to take into account errors that arise in experimental modal analysis. Consequently, modal data are corrupted by random perturbations and the results are compared to those obtained for the case without noise.

The present contribution results from two previous recent conference papers, each of which focusing on one of the above mentioned heuristics [25,26].

2 Dynamic modeling of two dimensional structures including the stress-stiffening effect

In this section it is briefly reviewed the finite element modeling of two-dimensional beam-like structures, according to the theory of Euler-Bernoulli, including the effect of the axial load, as illustrated in Figure 1.

![Figure 1: Two-dimensional beam element.](image-url)

- $u^L_i$ and $u^R_i$ are the longitudinal nodal displacements,
- $v^L_i$ and $v^R_i$ are the transversal nodal displacements,
- $\theta^L_i$ and $\theta^R_i$ are the nodal cross section rotations,
• $l_i$ is the length of the element,
• $E_i$ is the modulus of elasticity of the material,
• $A_i$ is the area of the cross section,
• $I_i$ is the area moment of inertia,
• $p_i$ is the distributed longitudinal load,
• $q_i$ is the distributed transversal load,
• $N_i$ is the nodal load applied in the axial direction, equivalent (in the virtual work sense) to all the external loading.

The indexes $L$ and $R$ indicate, respectively, the displacements and rotations at the left hand and right hand nodes of the element.

Using a linear interpolation function to represent the longitudinal displacement and a cubical function for the transversal displacement, the following expressions for the element stiffness and mass matrices are obtained [5]:

$$K_i = \begin{bmatrix}
\frac{E_i A_i}{l_i} & 0 & 0 & -\frac{E_i A_i}{l_i} & 0 & 0 \\
\frac{12E_i I_i}{l_i^2} + \frac{6N_i}{5l_i} & \frac{6E_i I_i}{l_i^2} + \frac{1}{10}N_i & 0 & \frac{12E_i I_i}{l_i^2} - \frac{6N_i}{5l_i} & \frac{6E_i I_i}{l_i^2} + \frac{1}{10}N_i & 0 \\
\frac{4E_i I_i}{l_i^2} + \frac{2}{15}N_i l_i & \frac{2E_i I_i}{l_i^2} - \frac{1}{30}N_i l_i & \frac{12E_i I_i}{l_i^2} + \frac{6N_i}{5l_i} & \frac{6E_i I_i}{l_i^2} - \frac{1}{10}N_i & \frac{12E_i I_i}{l_i^2} + \frac{1}{15}N_i l_i & \frac{2E_i I_i}{l_i^2} - \frac{1}{30}N_i l_i \\
\end{bmatrix}
$$

$$M_i = \frac{m_i}{420} \begin{bmatrix}
140 & 0 & 0 & 0 & 0 \\
156 & 22l_i & 0 & 54 & -13l_i \\
4l_i^2 & 0 & 13l_i & -3l_i^2 & 70 & 0 & 0 \\
156 & -22l_i & 4l_i^2 & 0 & \end{bmatrix}
$$

where $m_i = \rho_i A_i l_i$ and $\rho_i$ represents the density of the material.

The effect of the axial load can be observed in the stiffness matrix at the elements corresponding to the bending stiffness, representing, therefore, the so-called stress-stiffening effect.

The global equations of motion are represented in the matrix form by (3):

$$M \ddot{X}(t) + K(p) X(t) = Q(t)$$

where $p$ is the vector of the axial loads applied to the beam elements that form the finite element model of the structure.
From the equations of motion, the following eigenvalue problem can be derived:

\[ [K(p) - \lambda M]X = 0 \]  

where \( \lambda = \omega^2 \) is an eigenvalue (natural frequency) and \( X \) is an eigenvector (mode shape).

The matrix form of the frequency response functions (FRFs) is calculated as:

\[ H(\Omega) = [K(p) - \Omega^2 M]^{-1} \]

where \( \Omega \) is the excitation frequency.

The equations above show that the dynamic responses depend on the applied axial loads in the elements of the structure, which depend directly on the external load applied to the structure as a system. Before performing the dynamic analysis of the structure, a static analysis must be carried out to determine the axial loads for each element, as explained in [24].

3 Inverse problem formulation

The identification procedure to determine the external loads consists in solving a constrained optimization problem, in which the cost function represents the difference between the measured and model-predicted natural frequencies and/or the vibration mode shapes of the loaded structure. The magnitude, position and direction of the external loads (assumed as unknown) play the role of design variables.

In this way, one intends to obtain the loads to be applied in the model that optimally reproduces the experimental responses of the loaded structure.

For that purpose, the objective function used in this work is defined as:

\[ J(p) = \sum_{i=1}^{k} \left\{ W_{\omega} \left| \frac{\omega_i^{(m)}(p) - \omega_i^{(e)}}{\omega_i^{(e)}} \right| + W_V \left\| \frac{V_i^{(m)}(p) - V_i^{(e)}}{\|V_i^{(e)}\|} \right\| + W_M \left\{ 1 - MAC \left[ V_i^{(m)}(p), V_i^{(e)} \right] \right\} \right\} \]

with the side constraints:

\[ p^L \leq p \leq p^U \]

where:

- \( MAC \left[ V_i^{(m)}(p), V_i^{(e)} \right] = \left\{ \frac{\left\| V_i^{(m)}(p) \right\|^T V_i^{(e)}}{\left\| V_i^{(m)}(p) \right\| \left\| V_i^{(e)} \right\|} \right\}^2 \) is the so-called Modal Assurance Criterion,

- \( m \) is the number of eigen-solutions used,
• \( \mathbf{p} \) is the vector of external load parameters (to be identified),

• \( \omega_i^{(m)}(\mathbf{p}) \) and \( V_i^{(m)}(\mathbf{p}) \) are natural frequencies and vibration mode shapes calculated from the finite element model, respectively,

• \( \omega_i^{(e)}(\mathbf{p}) \) and \( V_i^{(e)}(\mathbf{p}) \) are experimental natural frequencies and vibration mode shapes of the loaded-structure, respectively,

• \( W_\omega, W_V \) and \( W_M \) are weighting factors.

The side constraints are introduced to limit the values of the design variables within a feasible design space, avoiding the possibility of buckling or structural collapse due to extreme external load levels.

In the applications considered in this work, the cost function was constructed by using the first six modal parameters and limiting the value of the total load identified between zero and the first buckling load of the structure. Obviously, when the position and the directions of the load are to be identified, the design space becomes discrete and its dimension depends on the maximum number of nodes of the finite element model and the number of degrees of freedom for each node, respectively. The forth-coming applications illustrate different load configurations (magnitude, position and direction) that are characterized by increasing the number of load parameters to be identified, aiming at evaluating the influence of the number of unknown parameters in the performance of the identification procedure, as in [24]. Also, it is intended to present examples showing structures with different levels of complexity.

4 Particle Swarm Optimization

The social psychologist James Kennedy and the electrical engineer Russel Eberhart introduced the PSO in 1995 [13], as emerged from experiences with algorithms inspired in the social behavior of some bird species [21].

Consider the following situation: a swarm of birds is searching for food around a delimited area. Suppose there is just one place where food can be found and the birds do not know where it is. If a bird is well succeed in its search, it can attract other birds, and as a result of the social behavior, the others will find the food too. From the socio-cognitive viewpoint this means that mind and intelligence are social features, as demonstrated in [21]. Following this principle, each individual learns (and contributes) primarily to the success of his neighbors. This fact requires the balance between exploration (the capacity of individual search) and exploitation (the capacity of learning from the neighbors).

The essence is the learning from the experience of other individuals. From the optimization viewpoint, find the food is similar to reach the optimum. In this sense, the adjustment between exploration (the act of traveling around a place in order to learn about it) and exploitation (taking advantage of someone else’s success) is required. If there is little exploration, the birds
will all converge on the first good place encountered. On the other hand, if there is little exploitation, the birds will never converge or they will try alone to find food. The individuals must be individualistic, as well as they have also to be able to learn from their neighbors in order to maximize their efforts in finding the best results [21].

4.1 A basic Particle Swarm Optimization algorithm

As shown in the previous section, the main idea of the PSO is to mimic the social behavior of birds, which are referred to as particles in the remainder. This is achieved by modeling the flight of each particle by using a velocity vector, which considers a contribution of the current velocity, as well other two parts accounting for the own knowledge of the particle and of the knowledge of the swarm about the search space. In this way, the velocity vector is used to update the position of each particle in the swarm [13, 21, 23, 30, 31, 37].

It can be seen in Figure 2 an outline of a basic PSO algorithm.

![PSO Algorithm Diagram](image)

The position of each particle is updated according to the following equation:

$$x_{k+1}^i = x_k^i + v_{k+1}^i \Delta t$$  \hspace{1cm} (8)

where, \(x_{k+1}^i\) is the position of the particle \(i\) in the iteration \(k + 1\), \(v_{k+1}^i\) is the corresponding velocity vector and \(\Delta t\) is the time step (it is assumed to be equal to one in this work).
The velocity vector is updated as follows:

\[
v_{k+1}^i = w v_k^i + c_1 r_1 \left( \frac{p_i^k - x_k^i}{\Delta t} \right) + c_2 r_2 \left( \frac{p_s^k - x_k^i}{\Delta t} \right)
\]

where \( r_1 \) and \( r_2 \) are random numbers between 0 and 1, \( p_i^k \) is the best position found by the particle \( i \) and \( p_s^k \) is the best position achieved by the remaining particles of the swarm in the iteration \( k \).

There are three problem-dependent parameters, namely the inertia of the particle \((w)\), and the two “trust” parameters \( c_1 \) and \( c_2 \). The inertia controls the exploration capacity of the algorithm: the larger the inertia value, the more global (as opposed to individualistic) will be the behavior [31]. The trust parameters indicate how a particle trusts on itself \((c_1)\) and on the swarm \((c_2)\). Figure 3 shows the application of the equation above when two particles are flying in a bi-dimensional search space.

![Figure 3: Velocity vector in action.](image)

**4.2 Initial swarm**

The initial swarm is created by randomly distributing the particles throughout the search space. The initial position and the initial velocity vectors are given by the following equations:

\[
x_0^i = x_{\min} + r_1 (x_{\max} - x_{\min})
\]

\[
v_0^i = x_{\min} + r_2 (x_{\max} - x_{\min}) / \Delta t
\]

where \( r_1 \) and \( r_2 \) are random numbers between 0 and 1, \( x_{\min} \) is the lower bound vector and \( x_{\max} \) is the upper bound vector for the variables.
4.3 Problem parameters

The formula used to update the velocity vector, Eq. (9), contains some parameters that are adjusted according to the problem, namely the trust parameters, $c_1$ and $c_2$, and the inertia weight, $w$. The trust parameters must be set to balance the influence of the knowledge that was acquired by an individual particle and the knowledge acquired by the swarm. The inertia weight is set to give the portion of the current velocity that will remain in the next iteration. The literature proposes using $c_1 = c_2 = 2$ and $0.8 \leq w \leq 1.4$ [13, 21, 23, 30, 31, 37]. In addition, the trust parameters can be set with different values, generally satisfying $c_1 + c_2 = 4$. In this work the values are $c_1 = 1.5$ and $c_2 = 2.5$. As for the inertia weight, a scheme of reduction is available, the so-called mass extinction [30, 31, 37]. The idea is to start with a large value for $w$, which provides a more global search, and then reduces continually the value during the optimization, providing a more local search behavior. This approach results in a faster algorithm convergence and makes the problem independent from the value assigned to $w$. The following equation gives the updating of $w$:

$$ w_{new} = f_w w_{old} $$ (12)

where $w_{new}$ is the updated value; $w_{old}$ is the previous value and $f_w$ is a constant between 0 and 1. $f_w = 0.975$ is used throughout this paper.

The $w$ value is not updated each iteration. A coefficient of variation (CV) for a subset of the best particles is monitored. If $CV$ falls below a pre-defined threshold value, it is understood that the algorithm is converging towards an optimum [31], then Eq. (12) is applied. The $CV$ is given by the following equation:

$$ CV = \frac{StdDev}{Mean} $$ (13)

where $StdDev$ is the standard deviation and $Mean$ is the mean of the objective function for the considered set of particles. In this work, a subset of the best 20% of particles from the swarm is monitored.

4.4 Dealing with Violated Constraints

When in an optimization problem the particles violate the constraints, they must be dealt with repairing such violation. As suggest by [31], the idea of feasible directions [29], is used to achieve this goal.

Consequently, the velocity vector is recomputed according to the equation:

$$ v_{k+1}^i = c_1 r_1 \frac{(p_i^k - x_{i,k})}{\Delta t} + c_2 r_2 \frac{(p_s - x_{i,k})}{\Delta t} $$ (14)

After obtaining the new velocity vector, the position is recalculated by using Eq. (8). The difference between this formula and the initial one is that the current velocity is neglected. According to [30], in most cases this new velocity vector will bring the particle back to a feasible region of the search space.
4.5 Discrete/Integer Variables

The PSO algorithm and the Genetic Algorithm differ in this point, the first one was originally introduced to solve continuous problems and the second one was first introduced to solve discrete problems. However, an implementation of PSO algorithm to solve discrete problems is available. In this work, a simple modification is made by considering the position of each particle as an integer number. The approach is straightforward. The position of each particle is rounded to its closest integer value after applying Eq. (8) or Eq. (10). This method, although simple, was shown to be quite effective in the tested problems.

4.6 Craziness Operator

As the Genetic Algorithm has the mutation operator, the PSO algorithm has the craziness operator to avoid premature convergence. There are different ways to implement the craziness operator. In this work, the procedure suggested by [31] is adopted. The position is randomly changed while the velocity vector is recomputed following the equation:

\[ v_{i,k+1} = c_1 r_1 \frac{(p^i - x^i_k)}{\Delta t} \]  

This operator is applied to the particles that are identified by the previously defined coefficient of variation (CV), at the end of each iteration. If the CV falls below a pre-defined threshold value it is understood that the swarm is becoming too much uniform [31]. In this case, those particles located more than two standard deviations from the center of the swarm are subjected to the craziness operator. In this work a CV threshold of \( \text{thresh}_{CV} = 1 \) is used.

4.7 Stop criterion

The maximum number of iterations is defined previously and the algorithm runs until this number is reached. However, convergence criteria could be used, such as monitoring the maximum change in the objective function for consecutive iterations.

4.8 Simplifications and Enhancement to the Basic Algorithm

The goal of this work is to implement a basic algorithm that can be applied to solve constrained inverse problems. To achieve this goal, a simplification in consideration of the side constraints and a way to take into account the coefficient of variation (CV) that is adopted in the mass extinction and in the craziness operator, are introduced. When a particle violates a side constraint, its position is changed arbitrarily to a random value by applying Eq. (10). In [31] the procedure to compute CV includes the standard deviation (\( \text{StdDev} \)) and the mean value (\( \text{Mean} \)) of the objective function. Here, the position of each particle is monitored by the CV, instead. It is possible to exist particles that correspond nearly to the same value of the objective function but
occupy distant positions in the search space. In this way, the position of each particle is more significant than the value of its objective function.

In this work, the craziness operator was tested in the load identification problem. The results showed a worsening of the identification algorithm and because of that the PSO was implemented without the craziness operator.

5 The LifeCycle model

LifeCycle model is an optimization method based on artificial life (ALife) principles. The term Alife is used to describe the study of systems that have some essential features of life. ALife can be divided in two important topics:

- how computational techniques can help in biologic phenomenon studies.
- how biologic principles can help to solve computational problems.

In this context, the LifeCycle model is a computational tool inspired in the biologic concept of life cycle. From a biology viewpoint, the term is used here to define the passage through the phases during the life of an individual. Some phases, as sexual maturity, are one-time events, others, as the mating seasons, are re-occurring. Although it does not happen in every case, the transitions between life cycle phases are started by environmental factors or by the necessity to fit to a new condition [21]. The transition process promotes the maturity of an individual and contributes to the adaptation and evolution of its species.

From the optimization viewpoint, the capability of changing to a different stage by searching a way to improve the own fitness to the environment can be used to inspire a new optimization method. In this sense, the fitness provides a criterion used by each individual to shift its life stage. Different from what happens in genetic algorithms, where the natural evolution inspires the optimization method as a whole, in the LifeCycle model the transitions between the stages inspire just a part of the method. The transitions are used to deal with the mechanism of self-adaptation to the optimization problem. To close the definition, the LifeCycle stages must be defined. In the present work, two heuristics are used as stages, namely the GA and the PSO. Others versions of the LifeCycle model can be proposed by considering other heuristics and a mix of them as shown in [21]. This means that the optimization approach does not follow a rigid scheme as proposed in [2], in which various techniques are used sequentially in a cascade-type of structure.

5.1 Basic LifeCycle model algorithm

The outline of a basic LifeCycle algorithm is as follows:

1. Initialize the algorithm parameters for the PSO and GA.
2. Evaluate the fitness for all particles (PSO) and individuals (GA).
   If there is no recent improvement, switch the LifeCycle stage (change from GA to PSO or vice-versa).

3. For all PSO particles, run the PSO algorithm.

4. For all GA individuals, run the GA algorithm.

5. Go to step 2 and iterate until a stop criterion is achieved.

In the above LifeCycle model the algorithm is initialized with a set of particles of a PSO swarm, which can turn into GA individuals, and then, according to their performance, back to particles again and so on. A LifeCycle individual switches its stage when there is no fitness improvement for more than a previously defined number of iterations. In this work, this will be a parameter that can be adjusted according to the problem.

5.2 Parameters of LifeCycle model

Since the algorithm is composed by various heuristics, it is necessary to set the parameters of every heuristic used in the LifeCycle model. Nevertheless, there is a parameter inherent to the LifeCycle model, namely the number of iterations that represents a stage of the LifeCycle. The authors, to improve the algorithm performance, have introduced this parameter differently from what is usually done by simply fixing this number, as in [21]. We call this number as stage interval. At the end of each stage interval, the less well-succeeded individuals must change their stage in order to improve their fitness.

5.3 Stop criterion

In this work no convergence criterion is used. Simply, the number of iterations was defined previously and the algorithm iterates until this number is achieved. However, relative errors calculated for successive iterations can be used to stop the algorithm.

6 Genetic Algorithm

GA is an optimization algorithm based on Darwin’s theory of survival and evolution of species, as explained in [11] and [20]. The algorithm starts from a population of random individuals, viewed as candidate solutions to the problem. During the evolutionary process, each individual of the population is evaluated, reflecting its adaptation capability to the environment. Some of the individuals of the population are preserved while others are discarded; this process mimics the natural selection in the Darwinism. The remained group of individuals is paired in order to generate new individuals to replace the worst ones in the population, which are discarded in the selection process. Finally, some of them can be submitted to mutation, and as a consequence, the
chromosomes of these individuals are altered. The entire process is repeated until a satisfactory solution is found.

The outline of a basic GA is as follows:

1. Define the GA parameters (population size, selection method, crossover method, mutation rate, etc.).
2. Create an initial population, randomly distributed throughout the design space (other distributions can be performed).
3. Evaluate the objective function and take it as a fitness measure of each individual.
4. Select mates to the crossover; this mimics the natural selection.
5. Reproduce and replace the worst individuals in the population by the offspring.
6. Mutate, to avoid premature convergence (other parts of the design space are explored).
7. Go to step 3 and repeat until the stop criterion is achieved.

Although the initial proposed GA algorithm was dedicated to discrete variables, nowadays, improvements are available to deal with discrete and continuous variables, see [11] and [20] for more details.

7 Sequential quadratic programming (SQP)

The linear search algorithm used in this paper is based on the Lagrange-Newton Sequential Quadratic Method (SQP) and is devoted to the minimization of a function of several variables \( f(x) \), subjected to linear/non-linear equality and inequality constraints \( Ax \leq B, A_{eq}x = B_{eq}, Cx \leq 0, C_{eq}x = 0 \) and side constraints \( l_b \leq x \leq l_u \). To obtain the optimal solution it is required an initial estimation of the optimization parameters [29]. Obviously, in the case of the present contribution, the results obtained from SQP depend on the initial estimation of the external forces and the number of variables to be identified.

8 Numerical Applications

8.1 Two-dimensional portal frame

Figure 4 shows a finite element model of a simple frame structure used in the identification process, which is submitted to four different load configurations. The identification problem consists in determining the loading parameters, namely the magnitude, position and direction.
The following scenarios are studied: 1- identification of the magnitude of \( F_1 \); 2 - identification of the magnitude and position of \( F_1 \); 3 - identification of the magnitude, position and direction of \( F_1 \); 4 - identification of the magnitude and position of forces \( F_2 \) and \( F_3 \). Table 1 presents the natural frequencies with and without the external load for all studied scenarios.

Table 1: Natural frequencies of the portal frame structure.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Natural Frequencies [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without load</td>
<td>4.42</td>
</tr>
<tr>
<td>1, 2, 3 ( F_1 ) (N)</td>
<td>3.49</td>
</tr>
<tr>
<td>4 ( F_2 ) and ( F_3 ) (N)</td>
<td>1.66</td>
</tr>
</tbody>
</table>

The results obtained by using PSO and LifeCycle were used as an initial configuration for a second optimization run. This way the SQP method was used in this final step, thus forming a hybrid optimization approach. The most significant results of this approach are that the continuous design variables (force magnitudes) could be improved with respect to the previous step as obtained at the end of the PSO and LifeCycle runs.

Table 2 and Table 3 present the identification results to various loading configurations (scenarios) for the portal frame structure, as obtained by using PSO and LifeCycle model, respectively. As in real applications, identification methods have to be robust enough to deal with experimental errors, it is also considered a situation in which "experimental" data are corrupted with 10% of random error, as presented in Table 2 and Table 3. In the following tables \( F_i \) refers to the magnitude of the external loading and \( P_i, D_i \) denote the position and direction of \( F_i \),
respectively.

### Table 2: Identification results for the portal frame structure using PSO and PSO+SQP.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Exact</th>
<th>Identified</th>
<th>Identified</th>
<th>Error [%]</th>
<th>Identified</th>
<th>Error [%]</th>
<th>Identified</th>
<th>Error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSO</td>
<td>Hybrid</td>
<td>PSO</td>
<td>Hybrid</td>
<td>PSO</td>
<td>Hybrid</td>
<td>PSO</td>
<td>Hybrid</td>
</tr>
<tr>
<td>1 $F_1$</td>
<td>8049.00</td>
<td>8039.6098</td>
<td>8049.0043</td>
<td>3.73x10^{-6}</td>
<td>8826.3381</td>
<td>9.6575</td>
<td>8881.6772</td>
<td>10.345</td>
</tr>
<tr>
<td>2 $F_1$</td>
<td>7742.55</td>
<td>8049.0043</td>
<td>7.45x10^{-6}</td>
<td>7532.7869</td>
<td>6.165</td>
<td>7552.7869</td>
<td>12.3875</td>
<td></td>
</tr>
<tr>
<td>3 $F_1$</td>
<td>8465.32</td>
<td>8049.0043</td>
<td>3.73x10^{-6}</td>
<td>7822.2389</td>
<td>2.8173</td>
<td>7802.5716</td>
<td>3.0617</td>
<td></td>
</tr>
<tr>
<td>4 $F_2$</td>
<td>6547.86</td>
<td>8049.0043</td>
<td>5.05x10^{-5}</td>
<td>8219.06</td>
<td>2.1127</td>
<td>7802.5716</td>
<td>3.0617</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Identification results for the portal frame structure using LifeCycle and LifeCycle+SQP.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Exact</th>
<th>Identified</th>
<th>Identified</th>
<th>Error [%]</th>
<th>Identified</th>
<th>Error [%]</th>
<th>Identified</th>
<th>Error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LifeCycle</td>
<td>Hybrid</td>
<td>LifeCycle</td>
<td>Hybrid</td>
<td>LifeCycle</td>
<td>Hybrid</td>
<td>LifeCycle</td>
<td>Hybrid</td>
</tr>
<tr>
<td>1 $F_1$</td>
<td>8049.00</td>
<td>8039.6098</td>
<td>8049.0043</td>
<td>3.73x10^{-6}</td>
<td>8826.3381</td>
<td>9.6575</td>
<td>8881.6772</td>
<td>10.345</td>
</tr>
<tr>
<td>2 $F_1$</td>
<td>8049.00</td>
<td>7742.55</td>
<td>8049.0043</td>
<td>7.45x10^{-6}</td>
<td>7532.7869</td>
<td>6.165</td>
<td>7552.7869</td>
<td>12.3875</td>
</tr>
<tr>
<td>3 $F_1$</td>
<td>8465.32</td>
<td>8049.0043</td>
<td>3.73x10^{-6}</td>
<td>7822.2389</td>
<td>2.8173</td>
<td>7802.5716</td>
<td>3.0617</td>
<td></td>
</tr>
<tr>
<td>4 $F_2$</td>
<td>6547.86</td>
<td>8049.0043</td>
<td>5.05x10^{-5}</td>
<td>8219.06</td>
<td>2.1127</td>
<td>7802.5716</td>
<td>3.0617</td>
<td></td>
</tr>
</tbody>
</table>

The behavior of the LifeCycle model along the iterations can be observed in Figure 5 for scenario 4, with noise. Figure 5-a shows the transitions due to its self-adaptation skills and Figure 5-b shows which heuristics is conducting the optimization process at a given iteration.

In the case illustrated in Figure 5, the stage interval is equal to 5 iterations; this means that transitions between PSO and GA happen at each group of 5 iterations. Since LifeCycle starts with PSO particles (in this case), in the first 5 iterations there are no GA individuals in the population. During the optimization process it can be observed that the LifeCycle individuals switch their stage (transition) to improve the value of the objective function.

The results show that both optimization approaches used in the force identification procedure were efficient for all scenarios analyzed. It is worth mentioning that both identification strategies lead to essentially the same results. As expected the identification errors are larger when corrupted data are considered. However, it can be seen that the methods are robust enough to provide meaningful results even in the presence of noise.
8.2 Two-dimensional tower-like structure

Also, the authors intended to evaluate the efficiency of the identification algorithm when applied to a more complex finite element model. For this aim, a mechanical structure for which the first buckling load is 4669060 [N] is presented in Figure 6. In this case, the magnitude of a single force was determined (its position and direction were known a priori).

Table 4 presents the natural frequencies with and without the external load for the complex structure.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Natural Frequencies [Hz]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without load</td>
<td></td>
<td>29.51</td>
<td>82.12</td>
<td>145.49</td>
<td>161.58</td>
<td>217.74</td>
<td>333.44</td>
</tr>
<tr>
<td>$F_1[N]$</td>
<td></td>
<td>23.50</td>
<td>62.48</td>
<td>111.83</td>
<td>161.39</td>
<td>175.81</td>
<td>315.47</td>
</tr>
</tbody>
</table>

Table 5 and Table 6 present the identification results for the complex structure for the two identification approaches studied in the present contribution, respectively. As in the previous case, "experimental" data were corrupted with 10% of random error for comparison purposes. Again, the results demonstrate the efficiency of the identification procedures.

As it was illustrated for the simpler structure (Figure 5), Figure 7 shows how the self-adaptation has performed in the complex structure case, when the LifeCycle approach was
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\[ E = 2.1 \times 10^{11} \text{ [Pa]} \]
\[ A = 6.16 \times 10^4 \text{ [m}^2\text{]} \]
\[ I = 7.40 \times 10^7 \text{ [m}^4\text{]} \]
\[ \rho = 7800 \text{ [Kg/m}^3\text{]} \]
\[ \nu = 0.30 \]

Figure 6: FEM of the two-dimensional tower-like structure.

Table 5: Identification results for the tower-like structure using PSO and PSO+SQP.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Without corrupted data</th>
<th>With corrupted data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSO</td>
<td>Hybrid</td>
</tr>
<tr>
<td>1 [F_1 [N]]</td>
<td>2334530.00</td>
<td>2352868.19</td>
</tr>
<tr>
<td></td>
<td>1.2952</td>
<td>2.351</td>
</tr>
</tbody>
</table>

Table 6: Identification results for the tower-like structure using LifeCycle+SQP.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Without corrupted data</th>
<th>With corrupted data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LifeCycle</td>
<td>Hybrid</td>
</tr>
<tr>
<td>1 [F_1 [N]]</td>
<td>2334530.00</td>
<td>2275699.84</td>
</tr>
<tr>
<td></td>
<td>6.91 \times 10^{-6}</td>
<td>2.35</td>
</tr>
</tbody>
</table>
used. The transitions between PSO and GA (Fig. 7-a) and the objective function value through the iterations (Fig. 7-b) can be seen.

![Graphs showing transitions between PSO and GA and objective function value through iterations.](image)

Figure 7: Evolution and performance of LifeCycle for the tower-like structure.

9 Conclusions

This paper presented an identification procedure to determine external forces applied to mechanical structures. Two identification strategies have been tested based on hybrid optimization methods as performed by PSO and LifeCycle model together with SPQ techniques. The influence of experimental errors was taken into account to test the robustness of the procedure. Various identification scenarios were investigated, in such a way that the efficiency of the identification procedure was checked in tests exhibiting increasing difficulty, ranging from a simple case in which a single force magnitude was determined to a configuration in which two force magnitudes and positions were obtained. In the cases for which the force positions were to be determined, the optimizer was able to deal with discrete design variables together with continuous ones. In most cases, the second optimization run using SPQ was very important to improve the results obtained, since heuristic techniques alone could not able to reach the global optimum. However, when corrupted data are used, SQP was not able to improve the results obtained from PSO and LifeCycle for all cases studied. This can be explained by the fact that SQP requires the computation of gradients of the cost function (partial derivatives). The corrupted data may locally increase the noise effect in calculating such derivatives, thus compromising the resulting optimal value obtained, as demonstrated in [27]. Random data errors smaller than 3 influence the identification procedure. The results obtained are encouraging in the sense that real experimental data can be used in the near future to test the methodology developed under real-world conditions.
conditions.
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